Introduction

Trauma, either from violence or traffic accidents, is a leading cause of death worldwide among young people [1, 2]. The societal disruption caused by trauma is even greater, by affecting the segment of the population of greatest productivity. With increasing prosperity comes improved prevention and initial care for trauma victims; however, the consequence of those improvements has been a vast increase in the number of individuals experiencing late complications that include sepsis and multi-system organ failure [3]. This in increase in secondary complications is a manifestation of the complexity of biological responses elicited by trauma/hemorrhage, responses that span most, if not all, cell types, tissues, and organ systems [4, 5]. Even when examined at the cellular level, trauma/hemorrhage elicits a majority of transcriptional pathways in circulating inflammatory cells [6]. It should not be surprising, then, that survival from the initial insult results in wide-ranging physiological derangements that require high-intensity care in specialized critical care units.

This daunting complexity at the patient level is manifest by the near total dearth of available therapeutics for acute inflammatory indications. A decade ago, the field of sepsis received with both hope and skepticism the approval of recombinant human activated protein C (Eli Lilly & Co.’s Xigris™) by the US. Food and Drug Administration. However, following a mandated repeat of the Phase III clinical trial in Europe, in 2011...
the drug was found to offer no benefit over standard of care, and was subsequently removed from the market [7, 8]. As disappointing as this event was, it pales against the state of therapeutics intended to affect and beneficially modulate biological mechanisms present in the systemic response to trauma: i.e. none.

Why so little, this late in the game? There are clearly many reasons for this unfortunate state of events discussed extensively over the past 20-plus years, including but not limited to: imperfect selection of drug targets, inadequate pre-clinical models, and numerous issues surrounding the design of clinical trials. We have suggested that the thread binding these factors is the lack of a rational framework for drug development, clinical trial design, in-hospital diagnostics, and post-hospital care. We have further suggested that mechanistic computational modeling can form the basis of such a rational framework, given the maturity of systems biology/computational biology [5, 9-15]. Below, we briefly summarize the state of the art of these approaches, and highlight the biological insights and novel hypotheses derived from these approaches. Finally, we suggest how these insights might be best implemented to drive transformational change in the fields of trauma and sepsis.

“A systems approach”: many meanings, many nuances

The advent of high-dimensional genomics, proteomics, metabolomics, physiomics, and “next-omics” has resulted in both a deluge of data and a promise that in those data would be found the key to therapy of complex diseases such as trauma- and sepsis-induced multiple organ dysfunction [4, 16]. There have been notable successes in this approach, which has led to the possibility of better defining the dynamic patient state. Various studies have shed mechanistic insights into the biology of trauma and sepsis based on DNA microarray (including the landmark first study from the Trauma and the Host Response to Injury “Glue” grant and studies in several countries identifying signature responses of sepsis, trauma, and burn patients) [6, 17-21]; plasma proteomics in similar patients [22, 23]; and the use of signal processing techniques, multivariate dynamic clustering, and machine-learning algorithms based on physiologic measurements and inflammation biomarkers [24-28]. Furthermore, “omics” studies and data-driven computational analyses in animal models of trauma/hemorrhage, burns, and sepsis have both verified the importance of known biological pathways and suggested some novel ones [29-31].

However, this field has not been spared the so-called “curse of dimensionality”: i.e. more data leads to more possible explanations for those data. Moreover, trauma/sepsis research has been affected by the “curse of practicality”: i.e. technical, practical, and economic challenges to implementation as a robust clinical diagnostic methodology. Finally, excessive reliance on these “omics” techniques may lead to the “curse of forgetting-that-correlation-does-not-equal-causality.” Pattern-oriented “omics” data coupled with increasingly sophisticated bioinformatics tools may directly point out important genotype/phenotype associations in the settings of trauma and sepsis [6, 17]. However, an unfortunate methodological fact is that the identification of valid causal mechanisms - which are needed to develop therapeutic modalities - requires investigators to make intuitive leaps beyond these correlative analyses themselves, based on their own insights, hypotheses, and experience. It is here that the overt complexity of the response to injury renders that intuition insufficient, and has resulted in the disappointing current situation.

From high-dimensional data to computational models

We suggest that in order to break through the bottleneck of too much data accompanied by too few therapeutically relevant insights, there is a need to close the scientific loop between the acquisition of high-dimensional, dynamic data and the derivation of useful mechanistic knowledge [32]. This process involves the generation of mechanistic computational simulation (using equation-, agent-, or rules-based models) of the biological processes inferred from data-driven analyses (including Principal Component Analysis, dynamic network analyses, and related methods; Figure 1) [5, 9-15, 33]. Though this intermediate step might initially appear to slow the progress from data to therapeutically-relevant knowledge, the mechanistic modeling step can in fact both accelerate the discovery of biological knowledge and streamline the process of generating novel drug
candidates based on that knowledge. How so? Though the first step of data-driven modeling based on high-dimensional data may yield testable hypotheses on its own (Figure 1), mechanistic computational models are likely required to string together these hypotheses into a larger framework (Figure 1). In essence, mechanistic computational models are \textit{in silico} instantiations of multiple hypotheses \cite{32, 34}, and therefore simulated experiments carried out using such models can suggest non-intuitive behaviors of complex systems such as the inflammatory response. Thus, generating mechanistic models can allow investigators to glean actionable knowledge (Figure 1) at every stage of healthcare delivery - from basic scientists attempting to suggest novel biological pathways to modulate therapeutically \cite{35, 36}, to scientists in industry seeking to determine which of a plethora of drug candidates to follow through to pre-clinical and clinical studies \cite{14}, to designers of clinical trials seeking to optimize clinical trial design (including patient sub-groups to target as well as optimal timing and dosage of drug administration) \cite{37-39}, and finally to the delivery of personalized diagnosis and care \cite{13, 40, 41}. While the majority of mechanistic simulations of inflammation have been based on, calibrated, and validated with data on inflammatory mediators at the protein level (or end product level e.g. NO$_2$/NO$_3$), there is a need to link “omics” data - and associated bioinformatics - with mechanistic computational models. This is an area of study that has seen recent encouraging developments, in studies in which transcriptomic data were used as indirect surrogates for pro- and anti-inflammatory pathways \cite{42-46}.

\textbf{From data to models to knowledge: insights from systems approaches to trauma and sepsis}

A key hope of most investigators using systems and computational biology approaches is the generation of major new insights into complex biological phenomena \cite{47}. Prior studies of trauma and sepsis in both animals and humans have suggested that an appropriately robust inflammatory response is necessary for appropriate resolution of the insult, with dysregulated inflammation being the hallmark of morbidity and mortality \cite{48, 49}. This adaptive responsiveness to stress can be observed both at the physiological and inflammatory levels, which reinforces the concept that these processes are interlinked \cite{50}. Recent “omics” studies have
supported this paradigm [6]. The responses to injury and infection involve a cycle of which is initially driven by chemokines and classical pro-inflammatory cytokines such as TNF-α and IL-1β [31]. Activation of TNF-α and IL-1β in part mediated by cytokines such as IFN-γ - leads to the production of DAMP’s such as HMGB1 [51]. In turn, DAMP’s cause the release of cytokines such as TNF-α [52], setting in motion a feed-forward mechanism of inflammation à damage/dysfunction à inflammation [5, 10].

Interestingly, data-driven modeling approaches suggest that when IL-1β is elevated in the absence of TNF-α in experimental surgical trauma, a process driven by the chemokine IP-10 (CXCL10), the predominant outcome is a well-coordinated inflammatory response that leads to resolution [31]. In contrast, more severe trauma/hemorrhage lead to disconnected elevation of cytokines such as IL-6 in a manner apparently driven by the chemokine MIG (CXCL9), and leading to elevated production of TNF-α [31]. Genomic signatures of this process can be seen in the activation of multiple signaling pathways, key among them the NF-xB pathway as well as signatures of DAMP-triggered pathways [6].

As modeled computationally, this inflammatory cycle is dampened by the influences of anti-inflammatory/pro-healing mediators, chief among them being catecholamine-induced IL-10 [35, 36, 53] in a manner apparently also driven by chemokines such as IP-10 and MIG (Azhar and Vodovotz, unpublished). This anti-inflammatory response, which is induced nearly simultaneously with the pro-inflammatory response described above, results in resolution of inflammation response and - at least partial - restoration of tissue integrity and consequent organ function. However, if the DAMP-driven positive feedback loop is induced to a high degree, or remains active beyond the point that anti-inflammatory mediators can suppress it, then the well-known “cytokine storm” [48] (and its accompanying “genomic storm” [6]) is observed. A hallmark of this process is the long-known elevation of both pro- and anti-inflammatory mediators, key among them being IL-6 [49, 54, 55]. An equally detrimental alternative is an overly-damped inflammatory response, which is apparently connected to lack of physiological responsiveness [49, 50]. We suggest that this is driven by an over-exuberant production catecholamines and the attendant over-production of IL-10. We hypothesize that, in addition to the well-studied stimulation of inflammation by DAMP’s, the anti-inflammatory response to injury or infection is also indirectly driven by DAMP’s. This hypothesis is supported by studies showing that DAMP’s can stimulate the expression of anti-inflammatory cytokines, and that wound healing-related processes are stimulated by DAMP’s. In further support of this hypothesis, we have found that the prototypical DAMP, HMGB1, correlated with distinct sets of chemokines and cytokines in trauma survivors vs. non-survivors (Namas et al, unpublished), suggesting that DAMP’s stimulate predominantly different spectra of inflammation that lead to resolution vs. augmentation or persistence of detrimental inflammation.

Inflammation and its attendant impact on physiological processes is a prototypical multiscale process [15]. Inflammatory responses, while being ubiquitous, are functionally manifest in specific tissue and organ compartments in which overall clinical physiology is driven by distinct but interconnected organ systems. Death following trauma or sepsis occurs largely through multiple organ failure, in a process catalyzed and maintained by inflammation. Accordingly, mechanistic computational models of trauma and sepsis have needed to link inflammation and physiology via multiscale - and likely multi-compartment - computational models in order to make both qualitative and quantitative predictions. We have previously described such multiscale, multi-compartment, mechanistic computational models that suggest how failure in a given compartment is communicated via inflammatory mediators to cause multi-organ failure [41, 56]. Based on insights derived from such computational models, we hypothesize that inflammation proceeds at a given “nested” level (or scale; Figure 2), for example at the local cellular level, until positive feedback ramps up the system towards a tipping point, that, when passed, results in a phase transition to dysfunction at the higher biological scale (e.g. from cellular, to tissue/organ, to multiple organs, to the animal as a whole; Figure 3). This process can be viewed as cascading systems failure, in which scale-dependent control mechanisms reach the limits of their capability, and disorder propagates across components, such as in extension of damage to adjacent cells or tissue within an organ, and levels of
components, such as seen in the effect of one organ’s dysfunction on the function of other organs (i.e. gut ischemia leading to acute respiratory distress syndrome).

We hypothesize that for as long as inflammation remains effectively controlled and confined to a given scale/compartment, the process will affect only the physiology characteristic of that scale. If the perturbation and its dynamic consequences can be reversed within that scale, the component remains acting within its functional tolerances and limits the possibility of impacting higher scales. A global, system-level insult such as severe injury and hemorrhagic shock can lead to trans-compartment, systemic activation of inflammation due to the feed-forward nature of inflammation discussed above. This containment failure leads to the presence of inflammatory mediators throughout the circulation. However, the subsequent actuators of inflammation remain local ones, and are propagated via compartmental behavior in conjunction with influences from subsequent components, thereby propagating the feed-forward loop of inflammation → damage → inflammation in another dimension. In essence, the initial insult may affect a range of organ systems, but it is only after the individual organ dynamics exceed their inflammatory tolerances that they contribute to the sequence of generalized system failure (Figure 3).

It is clear that at this point (the classical clinical manifestation of septic shock and multiple organ failure), that attempts to modulate the lowest level of control (i.e. at the cellular level via cytokine manipulation) will be “too late”: we do not currently have the degree of mechanistic knowledge of cellular and molecular control to effectively manipulate those systems with enough precision to provide benefit. Therefore, current therapeutic strategies focus on organ support at the physiological level, thereby supporting the function of a particular organ vis-à-vis that organ’s relationship to the system as a whole (Figure 4). This approach could, in theory, temporize higher-level system failures and allow lower-level control systems to “come back online.” We clearly recognize that these therapies...
themselves carry detrimental potential (i.e. ventilator-associated barotraumas or hemodynamic instability associated with hemodialysis). In fact, currently there appears to be a disconnect (at best) or a detriment (at worst) with respect to such higher-level strategies helping the lower level components regain their homeostatic control; it is this disconnect that we seek to counter and address through the recognition of this pattern of cascading system dysfunction.

This hypothesis leads to the suggestion that using drugs targeting disordered inflammation at a cellular-molecular level (such targets as chemokines or TNF-α) operating within a given compartment/space (e.g. the peritoneum) prior to the loss of control of containment may be efficacious in forestalling the “tip-over” (Figure 4), but that such drugs would lose efficacy (or even become detrimental) once containment is lost and systemic or lymphatic spillover occurs. We hypothesize that in its most efficacious form, directed cytokine removal would modulate inflammation at the cellular level, help contain inflammation (and infection in the case of sepsis) by limiting spillover to the next compartment, and also bolster organ function. The feed-forward nature of inflammation would help this type of therapy rather than hindering it, since inhibiting the feed-forward loop in both local and distal compartments/dimension should ramp inflammation down fairly quickly. In support of this hypothesis, we have recently found in a rat model of sepsis that interventions such as hemoadsorption appear to re-compartmentalize inflammation and simultaneously result in both reduced organ dysfunction and improved clearance of bacteria (Namas, Kellum, and Vodovotz, unpublished). Furthermore, interventions targeting the mesenteric lymph may prevent subsequent lung injury including the acute respiratory distress syndrome (ARDS) in a clinically-relevant porcine model of sepsis [57]. In addition, our group has shown that removal of ascites from the peritoneal cavity prevents lung injury in the same porcine model of ARDS [58].

Computational and systems biology and the future of trauma research

We have learned much from reductionist re-
search over the past several centuries. As in many other biomedical research fields, clinicians in combination with basic researchers have largely driven the pace of new knowledge (though few therapies) for trauma and sepsis. Over the past decade, bioinformatics specialists have joined this team, lending their expertise in mining the reams of "omics" data facilitated by ever-more-rapid technological development. We suggest that computational modelers need to join this interdisciplinary team in order to drive the next generation of insights into the pathobiology of trauma and sepsis, with an eye toward practical application of these methods to drug development [14], clinical trial design [5, 14], and personalized diagnostics and therapy [13].
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